The imaging tsunami: computational opportunities and challenges

Wei Ouyang$^{1,2}$ and Christophe Zimmer$^{1,2}$

$^1$ Institut Pasteur, Unité Imagerie et Modélisation, 25 rue du Docteur Roux, 75015 Paris, France
$^2$ UMR 3691, CNRS; C3BI, USR 3756, IP CNRS

Abstract

Microscopy has fueled biological discoveries for centuries, but technical progress during the last decades has greatly expanded the type and quantity of biological information that can be revealed by imaging. Advances in instrumentation, labeling and computation are driving an imaging data tsunami on par with that of DNA sequencing. We illustrate this trend on five data intensive microscopy techniques and discuss some of the challenges and opportunities that massive imaging data raise for our understanding of biological systems.
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<table>
<thead>
<tr>
<th>Imaging technique</th>
<th>Data production rate</th>
<th>Example references</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>a</strong> Single molecule localization microscopy (SMLM)</td>
<td>~10 GB/h-1TB/h</td>
<td>[1][2][3][4][5][6]</td>
</tr>
<tr>
<td><strong>b</strong> High-content image-based screening (HCS)</td>
<td>Up to ~100 GB/h</td>
<td>[7][8][9][10]</td>
</tr>
<tr>
<td><strong>c</strong> Light-sheet microscopy</td>
<td>~1-10 TB/h</td>
<td>[11][12][13]</td>
</tr>
<tr>
<td><strong>d</strong> Cryo-Electron Microscopy (cryo-EM)</td>
<td>Up to ~1 TB/h</td>
<td>[14][15][16]</td>
</tr>
<tr>
<td><strong>e</strong> Serial block face scanning electron microscopy (SBFSEM)</td>
<td>~1 TB/h</td>
<td>[17][18][19]</td>
</tr>
</tbody>
</table>

**Figure 1: Five data intensive microscopy techniques.**

We highlight five microscopy techniques that generate vast amounts of imaging data: a) single molecule localization microscopy (SMLM), b) high content screening (HCS), c) light sheet microscopy, d) single particle electron microscopy at cryogenic temperature (cryo-EM), e) serial block face scanning EM (SBFSEM). The indicated data production rates are orders of magnitude estimates of current state-of-the-art techniques. For comparison, a high-end DNA sequencing instrument (Illumina X Ten) can produce ~60 GB/h of sequence data [20] and the rate of videos uploaded to YouTube is on the order of ~1 TB/h. 1 MB = 10^6 bytes; 1 GB = 10^9 bytes; 1TB = 1,000 GB = 10^{12} bytes (corresponds roughly to 500 h of HD-TV video); 1PB = 1,000 TB = 10^{15} bytes (~13 years of HD-TV video). Images are reprinted with permission from Nature Publishing Group (b, c left), the American Association for the Advancement of Science (c) and Elsevier (c, e right).
Introduction

Microscopy has been at the forefront of biological research since centuries, and has enabled major breakthroughs, such as the discovery of microorganisms in the 17th century or that of chromosomes in the 19th century. In those times, analyzing microscopy data meant that an investigator looked through the microscope and drew sketches to report the observations. The digital images produced by modern microscopes are still most often analyzed by visual inspection, sometimes augmented by manual, computer assisted, quantification. However, powerful imaging technologies are now on the rise, that outgrow, often vastly, the capacity of manual analyses and human inspection. These technologies allow us to observe the ultrastructure of cells at molecular or atomic resolution, study the dynamics of single molecules, analyze the effect of mutating every single gene in the genome, or monitor the development of entire organisms at subcellular detail. The amount and complexity of these data scream for automated analysis, and harvesting the quantitative information that they contain has much to offer for computational models of biological systems. In this perspective, we highlight five microscopy approaches (Fig. 1) that exemplify the production of massive imaging data, and discuss some emerging trends and challenges (Fig. 2).

Single molecule localization microscopy

A major advance in light microscopy over the past decades has been the advent of super-resolution methods, which have pushed the limit of resolution due to diffraction from ~200-300 nm down to ~20 nm or less. For a given field of view, super-resolution images contain at least ~100 times more pixels than conventional microscopy images (~1,000 times more for 3D images). An important and widely popular class of super-resolution methods include those called photoactivated localization microscopy (PALM), stochastic optical reconstruction microscopy (STORM) or points accumulation for imaging in nanoscale topography (PAINT) [1], [2][3]. These methods are based on the accurate localization of individual molecules undergoing stochastic blinking or binding and are often collectively designated as single molecule localization microscopy (SMLM). In recent years, SMLM has driven a range of discoveries in cell biology, such as deciphering the highly organized architecture of focal adhesions into
distinct protein-specific layers [21], identifying a periodic structure of cytoskeletal proteins in neuronal axons [22], or discriminating among structural models of nuclear pore complexes [23].

In order to obtain a single super-resolution image, SMLM typically requires \(10^4\)-\(10^5\) diffraction limited (i.e. low resolution) images, thereby increasing the data volume to \(100\) GB \((10^{11}\) bytes) per experiment; with fast, kHz-rate cameras, the image throughput can reach Terabytes (TB, or \(10^{12}\) bytes) per hour (Fig. 1a). These raw, low resolution images, each of which only shows a few fluorescent spots, are of little use on their own. In order to obtain super-resolution visualizations, the precise, subpixelic coordinates of individual molecules must be determined from these spots, which can easily number in the tens of millions. Manually determining these coordinates with high precision is impossible, and therefore algorithms have been used from the beginning of SMLM [1]–[3]. Although computing the position of a molecule from a fluorescent spot might seem like a mundane task, performing this precisely and reliably is critical for the quality and resolution of the final image. The intrinsic stochasticity of single molecule images, which arises from photon counting noise and other factors, makes absolute precision impossible. While a variety of ad-hoc algorithms have been developed over the years, state-of-the art methods usually frame single molecule localization as a statistical detection and estimation problem. This framework provides a sound basis to derive fundamental performance bounds, such as the Cramer-Rao limit to localization precision [24], and to design statistically optimal algorithms that approach the fundamental limit, such as maximum likelihood estimators (MLE). Despite this common theme, algorithms still differ in many ways, including the choice of optimization algorithm to calculate the MLE, the assumptions about the microscope’s optical properties, image noise, the background, drift, fluorophore photophysics, etc. Several tens of competing software solutions have been proposed so far, creating the need for an objective and unbiased comparison. As is now common practice for many applications of image processing, an online challenge was organized, where different algorithms could be quantitatively compared against a common simulated ground truth, according to criteria such as localization precision, detection recall, speed, and ease of use [25]. This competition is a useful milestone for practitioners of SMLM, facilitating the choice of the best performing software solutions. However, this competition is by no means a final word, since many challenges remain to be addressed, such as multicolor or 3D SMLM, and as new
algorithms steadily continue to appear, in part to accompany the ever expanding palette of optical systems [5], [26], [27]. New installments of this competition are therefore, already underway.

Processing SMLM data does not necessarily end with the display of a super-resolution image. Molecular localizations can be further analyzed in various ways to yield more quantitative information. For example, pair-correlation analyses allow to test subdiffraction protein clusters for spatial randomness and measure their size [28]. Algorithms based on kinetic photoswitching models can count single proteins, or measure molecular orientations [29] [30]. An even larger realm for downstream analyses is opened by live cell experiments, when molecules are followed over time, as in sptPalm, where thousands of molecular trajectories are obtained [6]. Tracking moving molecules is more difficult than localizing immobilized molecules, and various methods have been proposed, often based on different ways to link detected molecules across time points [31]. The ability to extract many thousands of individual molecular trajectories from an sptPalm experiment has inspired the development of statistical methods, often based on Bayesian inference, to determine biophysical properties such as transport states, diffusion maps or potential energy landscapes [32] [33]. Such data can provide useful biophysical information on molecular dynamics, for example by determining how frequently mRNP cargos switch between directed transport along microtubules and free diffusion [32], or by measuring the interaction energies between molecules [33]. These parameters can then inform stochastic simulations of these biophysical processes. Combinatorial labeling and spectral discrimination techniques begin to make possible the imaging and quantification of tens of proteins and thousands of RNA species in the same cells [34][35][36]. Such methods open the door to spatially resolved transcriptomics and the construction of models of stochastic gene expression and gene regulatory networks in single cell level [29], [37][38]. Future developments may allow to image multiple protein or RNA species simultaneously at the single molecule level. When this will be extended to live cells, it should become possible to infer causal relationships and to build predictive dynamic models of molecular pathways in their cellular context.

*Image based screening*
A mainstay approach in genetics is to mutate or silence an individual gene, and characterize the resulting phenotype by microscopy. High content screening (HCS) can scale up such studies to entire genomes using automated microscopes and sample preparation in combination with tools to systematically manipulate gene expression, e.g. RNA interference or CRISPR/Cas9 genome editing (Fig. 1b) [9], [39]. HCS projects can generate tens of TB of data, especially when dynamic imaging is performed on live cells. This was exemplified by a massive study, in which each of 21,000 genes was individual silenced by siRNA, and cells were monitored by video microscopy for 2 days. The resulting data set contained almost 20 million cell division events and was used to identify hundreds of genes, more than doubling the number of genes known to be involved in this fundamental cellular function [7]. Visual inspection of all resulting movies would have taken hundreds or thousands of hours and lack objectivity and reproducibility. Similar difficulties can arise for static data, e.g. images of fluorescently labelled RNA[40]. Therefore, images from HCS studies are usually processed by algorithms that transform them into large sets of quantitative descriptors called features. These features may include biologically meaningful quantities such as nuclear size or transcript numbers, or less readily interpretable measures such as image texture or entropy. The features are then typically fed to machine learning algorithms that seek to associate images to particular phenotypes. In supervised machine learning, a set of example images are manually assigned to previously defined phenotypic classes, such as cell division defects [7] or a polarized distribution of RNA [41], [42]. Then, the algorithm learns to automatically determine the phenotype from appropriate combinations of the features, which are then used to phenotype images taken under new experimental conditions. While support vector machines and random forests have been used successfully, methods based on deep artificial neural networks (deep learning) have gained renewed prominence in recent years [43]. A key advantage of deep learning methods is their ability to automatically learn suitable features directly from the images (‘end-to-end learning’), which generally outperform standard preimposed feature sets. This was illustrated by a recent study where deep convolutional neural nets were employed to assign cell phenotypes in response to drug treatments. This deep learning method was shown to outperform previous methods in 5 out of 8 benchmark data sets and to correctly quantify drug potency [10]. In unsupervised machine learning, features can be learned on training
data without phenotypic annotations and used to cluster similar images together, thereby defining groups of functionally related genes, or compounds with similar phenotypic effects, or detect anomalies[7], [42]. Deep neural nets such as autoencoders provide a powerful means to learn appropriate features for such tasks[44], [45].

A common criticism of statistical approaches and machine learning is their supposed inability to address causal links, e.g. between molecules and phenotypes. While correlation does not imply causation, the reverse implication holds true, hence screening for correlations is at the very least an efficient way to filter out potential causal links that can be tested by other experimental means. In addition, tools such as belief networks can be used to determine conditional links between variables and hence approach causal understanding[9]. Furthermore, video-microscopy data can be used to dissect the temporal hierarchy of molecular factors involved in a given cellular process by analyzing correlations between stochastic image fluctuations. This was demonstrated for example in a study of actin assembly at the cell membrane, that determined the formin mDia1 as the initiator of cell protrusions, and Arp2/3 recruitment as a downstream step [46]. Such analyses do not require experimental perturbations and can reveal the contribution of individual molecules to redundant pathways in a more truthful way than standard genetic perturbation experiments, whose interpretation can be obscured by adaptation mechanisms [47]. It will be interesting to see how kindred approaches can be combined with state-of-the-art machine learning methods to help uncover mechanistic links between genotypes and phenotypes in image-based screening.

Light sheet microscopy

The study of developing organisms demands dynamic imaging of living multicellular systems at high spatio-temporal resolution in physiological conditions. This has long been hampered by photobleaching, i.e. the rapid decay of fluorescence due to intense laser illumination of the whole sample, and the associated toxicity due to photodamage. Light sheet illumination techniques (also known as single plane illumination microscopy, or SPIM), which restrict laser excitation to the focal plane have essentially removed this hurdle and enabled the 3D observation of living multicellular organisms in physiological conditions over several days or more [48], [49].
(Fig. 1c). SPIM has allowed, for example, to monitor developing zebrafish embryos with sufficient spatiotemporal resolution to follow the lineage of thousands of cells[50]. Modern light sheet microscopes can produce imaging data at rates of ~10 TB/h[51]. In order to make sense of these data, investigators are developing methods to computationally align and fuse the raw images, and to automatically segment and track individual cells in 3D and in real time through their divisions, thereby generating dynamic ‘digital embryos’[50][52]. These data are invaluable to inform or test predictive biomechanical and/or genetic 3D models of development[53], [54].

**Electron microscopy**

Despite the advent of super-resolution light microscopy, electron microscopy (EM) still offers views of the cellular ultrastructure at unequaled spatial resolution. Freezing the sample to cryogenic temperatures maintains structures in their native state, minimizing the artefacts that plagued older fixation protocols. Recent advances in detector technology and sample preparation have pushed the resolution even closer to the atomic level, and it is now possible to reconstruct 3D density maps of molecules from cryo-EM data with Angstrom-scale detail, a feat hitherto reserved to X-ray crystallography [55] (Fig. 1d). To achieve this, very noisy 2D EM images of thousands or millions of copies of a particle are processed in order to computationally reconstruct a single 3D structure (or a small number of conformations). As in SMLM, the determination of these structures is nowadays usually performed using MLE algorithms [16]. The selection of single particle images as input to the MLE reconstruction is still often done manually, although computational strategies including template matching are also being employed. Automated template matching however needs to be carefully controlled for biases, or else arbitrary patterns may emerge from pure noise [56]. When properly controlled, cryo-EM now provides a very attractive tool to determine 3D structures with near atomic resolution, which is applicable to molecules that are hard to crystallize (e.g. membrane or nuclear proteins) or that are present in multiple, even short-lived, conformations. Recent highlights demonstrating the power of cryo-EM include the elucidation of the glutamate dehydrogenase structure at <2 Å resolution or the structure of the HIV envelope trimer [15] [14]. Advances in data analysis and sample preparation will likely further improve this
resolution and extend applicability to more complex cases, such as highly flexible domains.

While single particle cryo-EM aims to characterize the atomic structures of molecules, other EM approaches are being employed to systematically explore the organization of large tissue volumes. This is most prominent in the field of connectomics, which seeks to determine the wiring diagram of the brain [57]. Scanning electron microscopy (SEM) combined with automated cutting or ablation methods is used to image pieces of the fly or mouse brain slice by slice, taking thousands of images at the nanometer-scale resolution needed to identify individual synapses[18], [57] (Fig. 1e). Such projects are on track to deliver staggering amounts of data. It has been estimated, for example, that imaging a full rat cortex will generate ~ 1 Exabyte of data (1EB =1,000 PB =10^{18} bytes), and a human cortex ~1 Zetabyte (1 ZB=10^{21} bytes), an order of magnitude approaching that of the annual Internet traffic [57]. Storing and handling such data volumes is the most immediate, but by no means trivial issue: with current technology, entire rooms might be required to store images from a single mouse brain. Beyond this, a major computational challenge is to reliably and efficiently trace individual neurons and their connections in 3D. It has been estimated that manually determining the wiring diagram of a whole mouse brain would take tens of millions of years [17]. To spur the development of automated tracing algorithms, competitions such as ISBI 2012 or MICCAI CREMI provide manually annotated training data and blind test data [58]. As in many other imaging applications, the current winners of these challenges are segmentation algorithms based on deep learning, i.e. artificial neural networks are best at mapping biological neural networks [59][17], [60]. These wiring diagrams, once accurately reconstructed, can yield unprecedented insights into the architecture and function of neuronal circuits, e.g. in the insect visual system [61] or the mouse neocortex[18] and instruct computational models of neuronal systems.
Figure 2: Trends in biological imaging and computational analysis.

Bubbles highlight selected trends in biological imaging, from image acquisition (a), to storage (b), processing (c), and modeling (d), some of which are discussed in the text. Arrows indicate the direction of information flow.
Concluding remarks

As we have illustrated, automated high throughput and high resolution microscopy methods are generating a data tsunami that rivals or exceeds that delivered by DNA sequencing. Although smart microscopy methods may somewhat mitigate this trend by focusing image acquisition where it is most informative (e.g. [13]), the data deluge will surely accelerate. Further improvements in spatio-temporal resolution and molecular multiplexing will automatically increase the data output, as will combinations of methods mentioned above, e.g. SMLM with light sheets [12] or super-resolution HCS (Fig. 2a). The most immediate informatics challenge is how to reliably store such large imaging data (Fig. 2b). Unlike in DNA sequencing, where the raw data used to identify base pairs are routinely discarded, most microscopy projects still keep the original images. Keeping the raw data or uploading it to public data bases is necessary to reproduce analysis results, and is therefore increasingly required by journals. Moreover, this allows to extract new information by computational reanalysis of the data using improved algorithms, for example to determine 3D localizations from 2D SMLM images[62] or obtain higher resolution structures in single particle EM[63]. Nevertheless, storing might become too expensive in some applications, forcing researchers to discard the raw data and replace them by strongly condensed representations, e.g. molecule coordinates instead of the low resolution images in SMLM, or cell positions and trajectories instead of raw SPIM images. For some applications, it might even be more convenient to repeat the experiment rather than storing and reanalyzing old data[64]. This means that the image storage problem can no longer be dissociated from that of image processing (Fig. 2c) As discussed for some examples above, the community is developing increasingly powerful computational tools to turn images into biologically relevant information. These algorithms are also taking advantage of advances in computing power, and in particular increasingly make use of graphical processing units (GPUs), which enable considerable speed-ups for highly parallel calculations compared to CPUs. To this date, no single standard algorithm has emerged for processing even some of the apparently simplest images, as those of single molecules in SMLM. There will likely be no definitive consensus on how to best analyze biological imaging data in the near future. Nevertheless, within the wide landscape of computational methods, we see two
strong trends: probabilistic inference methods, in particular MLE, and machine learning approaches, in particular deep learning (Fig. 2c). Each of these two approaches is suited to a different class of problems. MLE is a favored approach whenever the image analysis problem can be formulated as extracting a finite set of deterministic parameters and a procedure is available to calculate the probability of an image given these parameters. This generally requires a computational model of the image formation, including optics and noise, and assumptions about the underlying objects, for example that they consist of single point light sources in SMLM, or of projections along various angles of identical copies of the same structure in single particle EM[16], [24]. Bayesian inference methods can also be applied in this case, and provide several added benefits, including the determination of entire parameter distributions rather than a single estimation, a reduced need for tuning technical parameters, and conversely the option to incorporate prior knowledge about the structures, such as photoswitching probabilities in SMLM, or degrees of symmetry in cryo-EM [65][66], [67].

For many applications, however, such as the segmentation of neurons and dendrites in 3D EM stacks, the complexity of the biological structures implies that explicit probabilistic models are not available. This difficulty is well known in the field of general computer vision, and indeed much work in biological image analysis is directly drawn from this larger research area. Until recently, however, computer vision was arguably characterized by rather incremental progress and a myriad of competing approaches, which usually reached state-of-the-art performance only in narrow application domains. On this backdrop, we consider the recent breakthroughs achieved by deep learning algorithms as refreshing, since these methods appear as both much more generic and powerful, and provide a seamless means to transfer human knowledge into an algorithm that can often outperform human experts [68] [43][69]. It therefore seems safe to predict that in the coming years deep learning and related machine learning approaches will become the dominant approach for analyzing complex biological images, from the segmentation of cells in EM or light sheet microscopy to the automated annotation of gene phenotypes in HCS. Because deep learning thrives on training data, the success of future image processing efforts will largely depend on open access to vast annotated image data bases. Projects such as the Image Data Resource (IDR), the Electron Microscopy Public Image Archive (EMPIAR) or the Open Connectome [70][71], which aim to compile such data, are therefore likely to become
crucial resources and should be encouraged. Efficient reanalysis of these data, e.g. using deep learning methods, requires flexible allocation of large computing resources, such as GPU clusters. In this context, cloud computing offers a potentially attractive solution, provided that data transfer is not prohibitive [72][73].

Another important trend, cutting through all methodological approaches, are competitions. Well organized competitions such as those mentioned above for SMLM or connectomics are a compelling means to guide users towards the best software solutions, and to spur the development of better solutions. Among the important challenges in the future will be to design test data that more fully mimic the complexities of real experiments, in the context of rapidly evolving instrumentation and applications, and to automate the setting of hyperparameters, such that algorithms can be used by others as successfully as by their authors.

If properly analyzed, images from modern microscopy techniques can provide invaluable quantitative information on cellular and molecular structures and their dynamic interactions in living multicellular organisms. Together with data acquired by other technologies such as genomics and mass spectrometry, imaging data will empower the construction of computational models of cells and entire organisms and help move biology from a largely descriptive science to a predictive one [74] (Fig. 2d). Rather than drowning us, we expect that the imaging tsunami, when channeled into quantitative descriptions and computational models, will lift our understanding of biological systems to new heights.
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